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#### **Сокращения и обозначения**

РВС GCD – Распределенная Вычислительная Система GCD.

GUI – графический пользовательский интерфейс (англ. Graphical User Interface).

aINI – формат представления исходных данных (англ. Advanced INI).

RPC – Удалённый запуск процедур (англ. Remote Procedure Call).

*CMake* – Кроссплатформенная система автоматизации сборки программного обеспечения из исходного кода;

*Boost* – набор библиотек для языка программирования *C*++.

#### **Аннотация**

При решении сложных ресурсоёмких задач зачастую вычислительных мощностей локального персонального компьютера уже не хватает, и возникает потребность в использовании многопроцессорных удалённых машин. Задача направлена на задействование разработанной в МГТУ им. Н.Э. Баумана специальной технологии построения программных реализаций сложных вычислительных методов, основанной на применении понятий теории графов. Технология позволяет систематизировать процесс разработки программных реализаций сложных вычислительных методов.

Тип работы: курсовой проект.

Тема работы (проект темы): Разработка программной реализация удалённого запуска графоориентированных решателей систем инженерного анализа.

Объект исследований: Решения в области реализации удаленного запуска процедур на распределенных вычислительных системах.

#### **ВВЕДЕНИЕ**

Необходимость реализации удалённого вызова процедур возникла вместе с появлением распределённых вычислительных систем, когда мощности одной локальной машины перестало хватать для выполнения сложных вычислительных операций. Проблемы, связанные с реализацией данной технологии, заключаются в неоднородности сред выполнения различных частей программы, отладке механизма синхронизации этих частей и обеспечении отказоустойчивости распределённой системы в целом.

В источниках литературы описаны различные варианты архитектур распределённых вычислительных систем, использующих механизмы удалённого запуска процедур. В основном, все рассмотренные реализации основаны на применении уже готовых технологиях удалённого вызова процедур, таких как GridMD[1], XML-RPC[2], Собственных библиотек на C++, реализующих удалённый запуск процедур[3], COM и CORBA[6].

Также был найден источник, в котором были описаны результаты вычислительного эксперимента с использованием различных реализаций удалённого запуска процедур и сравнение их производительности [4].

Первые реализации RPC были реализованы в 70-x - 80-х годах 20 века с помощью C/C++. В общем случае механизм включает в себя подсистемы:

1. Транспортную – механизм передачи данных по сети (TCP, UDP, реже HTTP).
2. Сериализатор – механизм преобразования входных данных процедуры, вызываемой удалённо, в формат, пригодный для передачи по сети.
3. Пул потоков вызываемой стороны – механизм определения процедуры удалённого сервера, которая должна быть вызвана.

Позже, механизм RPC был усовершенствован:

1. Маршалинг(Процесс более высокого уровня, позволяет передавать по сети помимо данных их кодовую базу данных, также позволяет передавать ссылку на объект, не передавая сам объект) заменил сериализацию.
2. Для передачи данных стали использоваться современные структуры данных (JSON, XML)

Параллельно с усовершенствованиями были разработаны более прогрессивные реализации удалённого вызова процедур. Подробнее о них будет написано в разделе 3.

В процессе развития механизма удалённого запуска процедур были разработаны решения, отличные от классического RPC. Наиболее современные и перспективные из них:

1. Cap’n Proto[7] – Развитие технологии Protocol Buffers, основная особенность заключается в том, что результаты вызова функций немедленно возвращаются клиенту, однако это целесообразно только для составных запросов, где результат одной части используется для выполнения других частей запроса.
2. Protocol Buffers – Платформенно-независимый механизм Google для сериализации структурированных данных. Основная его особенность в том, что разработчик определяет формат данных для конкретной задачи, а механизм формирует код для работы с этими данными на всех популярных языках программирования.
3. gRPC[8] – Современная реализация устаревших RPC от Google. Основные принципы в данной реализации были сохранены, однако были использованы современные технологии для их реализации, что позволило получить высокую производительность и независимость от платформы и используемого языка программирования.
4. Finagle – RPC от компании Twitter. Основная особенность – высокая безопасность, отказоустойчивость, стабильная работа при больших нагрузках, что делает данный механизм удобным для использования в высоконагруженных системах.
5. Thrift[9] – Механизм, разработанный компанией Apache. Основная особенность – возможность использования различных форматов передачи данных и протоколы связи, что делает его достаточно гибким и адаптируемым под различные решения.
6. ПОСТАНОВКА ЗАДАЧИ

В рамках данной курсовой работы необходимо Провести обзор литературы по теме: "Технологии и методы удалённого запуска процедур и функций на высокопроизводительных вычислительных системах", разработать тестовую функцию системы, с помощью которой можно будет осуществить запуск «решателя», реализованного с использованием графоориентированного подхода[11], **Обеспечить поддержку** привязки конкретного решателя к кнопке "Обработать" произвольной **функций системы,**GUI которой строится на основе файлов в формате aINI[9], Разработать схему архитектуры подсистемы, обеспечивающей удалённый запуск графоориентированных «решателей».

.

1. **АРХИТЕКТУРА ПРОГРАММНОЙ РЕАЛИЗАЦИИ**

В связи с тем, что существующая реализация генератора для толстого клиента реализована на *C*++, а также из-за того, что большое количество библиотек РВС *GCD* написано на данном языке, было принято решение осуществлять реализацию программы также на этом языке. Это обеспечит целостность устройства системы, а также позволит удобным образом задействовать существующие инструменты РВС *GCD*.

В качестве инструментов подразумевается использование специально разработанного контейнера - словаря *AnyMap*, позволяющего хранить одновременно данные различного типа. Данный словарь будет хранить информацию, считываемую из файла исходных данных специального формата *aINI* . Формат позволяет интуитивно понятно задавать исходные данные различных типов в текстовом файле, что используется при выполнении инженерного анализа, вычислительных экспериментов в РВС *GCD* конечными пользователями системы. Инструментарий перевода содержимого *aINI*-файла в контейнер *AnyMap* также реализован в библиотеках РВС *GCD*. В процессе отладки программы в качестве *AnyMap* использовался контейнер *map*, предоставляемый стандартной библиотекой шаблонов *C*++.

Поскольку работа генератора планируется на сервере под ОС *Unix*, была произведена установка данного типа ОС на локальной машине. После этого производилась установка, отладка работы самого сервера (comaps) и вспомогательных библиотек, других средств, задействованных в реализации генератора (Boost; CMake; библиотек, разработанных на кафедре - comsdk, comfrm). В качестве системы сборки была использована система *CMake*, с помощью которой собраны почти все библиотеки РВС *GCD*. Были изучены основные механизмы работы *CMake* и успешно применены при сборке программы генератора и вспомогательных библиотек.

Само приложение было выполнено в формате модуля для сервера приложений РВС GCD, который регистрируется на нём при перезапуске приложения на этом сервере, что позволяет оптимизировать процесс его отладки и включения в систему и делает его легкодоступным с web-клиента РВС GCD.

1. ПРИНЦИП РАБОТЫ ПРИЛОЖЕНИЯ

В момент запуска сервера приложений РВС GCD производится сканирование его директорий на наличие новых исполняемых модулей, после чего они регистрируются в приложении и могут быть использованы. В данном случае это модуль *comaps\_cpl\_GraphSolverWebHandler.* При его использовании вызывается метод *execute()*, который принимает на вход объект класса *AnyMap* со входными данными, в которых содержится имя выбранного «решателя» и имя файла с данными, необходимыми для его выполнения. На стороне web-клиента вызов инициируется посредством кнопки «обработать», на странице функции запуска графовых решателей с использованием web-клиента(GRPH\_SOLVER\_WEB) вычислительной подсистемы(GCDDBSFEA). После вызова метода *execute(),* внутри него происходит проверка входных данных на их наличие, и при их отсутствии возвращается ошибка. А в случае корректных входных данных происходит запуск и выполнение «решателя».

1. Тестирование и отладка

В рамках тестирования реализованного функционала были локально развернуты предварительно настроенные WEB-клиент РВС GCD (*localhost:8000*)и сервер приложений РВС GCD (*localhost:8080*). После чего, с web-клиента была нажата кнопка «обработать» в функции GRPH\_SOLVER\_WEB, в результате чего был удалённо заушен «решатель» в РВС GCD.

ЗАКЛЮЧЕНИЕ

Реализация возможности запускать «решатели» удалённо позволяет существенно упростить решение сложных вычислительных задач с использованием удалённых многопроцессорных вычислительных машин, имеющих большие мощности, чем домашние компьютеры. В рамках работы был произведён анализ источников литературы по теме «Разработка программной реализации удалённого запуска процедур», разработана программная реализация удалённого запуска процедур в РВС GCD, произведено тестирование работы программы, сделаны выводы.
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